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[IN CONFIDENCE RELEASE EXTERNAL] 

Table 1: Uses of AI within Inland Revenue  

Name Description Product Status AI Technology Use 

ABBYY FineReader 16 
Text recognition and document conversion tool, 

used to convert PDFs into excel.   
In production 

Optical Character 
Recognition 

Staff Support 

AI Futurist 
Enables querying and summarisation of 

content. 
Available Generative Staff Support 

Āwhina Mai 
Customised guidance for customers completing 

forms and reviewing guides on Inland 
Revenue’s websites 

Pilot Generative 
Supporting 

Customers Directly 

Assurity Intelligence Test scenario generation Proof of concept Generative Staff Support 

Copilot Chat 
(Bing/Browser) 

AI-powered chat service Available Generative Staff Support 

Coveo 

Inland Revenue’s public websites and internal 
staff intranet and knowledge base use Coveo as 

a search platform. Coveo uses machine 
learning to continuously learn and improve 

from user searches and patterns to inform the 
best results to display. 

In production Machine Learning 
Supporting 

Customers Directly 
and Staff Support 

Creative desktop 
applications – Adobe 

Acrobat Pro DC 
Adobe Photoshop 

Adobe Premiere Pro 
Adobe InDesign 
Adobe Captivate 
Adobe Illustrator 

Adobe Lightroom 

Understanding/making use of large data sets, 
creation or generation of new content primarily 

for training and marketing purposes. 
Available 

Generative 

Machine Learning 
Staff Support 
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Name Description Product Status AI Technology Use 

Adobe After Effects 

Adobe Audition 

Adobe Media Encoder 

Da Vinci AI 

Provides forecasting for the voice channel, 
including long-term predictions and insights 
into how changes in one voice queue affect 

another. 

Pilot Machine Learning Staff Support 

Receipt, invoice, 
statement and 

tax/employer return 
review 

Text recognition In production 
Optical Character 

Recognition 
Internal Use 

Dragon Naturally 
Speaking 

Screen reader In production Machine Learning Staff Support 

DDoS protections 
- AWS Shield 

- Azure DDoS Protection 

- Cloudflare  
- Magictransit 

- F5 BigIP 
- Oracle DDoS 

Inland Revenue uses a range of tools to 
prevent our systems and services from 

unexpected outages due to network attacks. 
In production Machine Learning Internal Use 

Email-user link 
prediction 

Predict the similarity of email addresses and 
usernames such that Inland Revenue can 

identify the probability that they are controlled 
/ used by the same real-world person. 

In development Machine Learning 
Internal Use and 

Staff Support 

Figma Prototyping software that enables Inland 
Revenue to develop mock-ups of intended 

In production Machine Learning Staff Support 
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Name Description Product Status AI Technology Use 

changes to products and services across both 
e-services and internal/external Inland 

Revenue websites 

Financial intelligence 
network detection 

Links, matches and identifies multi-dimensional 
risks of Crypto asset users via operational and 

strategic visualisation 
In production Machine Learning Staff Support 

Genesys Agent Assist 
Creates summaries of conversations with 
contact centre agents for post-call notes. 

Pilot Generative Staff Support 

Genesys Agent Copilot 

Group of functions to support contact centre 
agents including: surfacing relevant knowledge 
content, recommended next best actions, and 

predicted subject code. 

Proof-of-concept 
Natural Language 

Understanding 
Staff Support 

GST integrity model 
A predictive model to assess the risk of GST 

returns requesting refunds. 
In production Machine Learning Internal Use 

Graph Entity Resolution 

Analyses and compares information held by 
Inland Revenue to external datasets provided 

by third parties to determine if records are 
referencing the same entity 

In production Machine Learning Internal Use 

Microsoft 365 Copilot 
Copilot is integrated into the M365 suite of 
products and is designed to enhance staff 

productivity. 
Pilot Generative Staff Support 

Microsoft Defender 

An enterprise-capable host protection solution 
that is integrated with a range of other 

Microsoft Apps, observes activity on devices for 
potential malicious behaviour. 

In production Machine Learning Internal Use 
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Name Description Product Status AI Technology Use 

Microsoft Teams 
Intelligent Recap 

Provides recaps of Teams meetings. Pilot Generative Staff Support 

Microsoft power BI 
Dashboard/reporting software that connects to 

multiple Azure services 
Available Machine Learning Staff Support 

Microsoft Purview 
Portfolio of products that span Data 

governance, data security, and risk and 
compliance solutions. 

In development Machine Learning Internal Use 

Nuix Digital forensics and analysis of information. In production 
Machine Learning 
Natural Language 

Processing 
Staff Support 

Overdue income tax 
return RIT prediction 

Predicts residual income tax (RIT) on overdue 
returns. 

In production Machine Learning Staff Support 

Qualtrics Analyses customer feedback from survey data. In production 
Machine Learning 

Natural Language 
Processing 

Staff Support 

Power Automate 
Low Code solution that supports automating 

tasks. 
In production Machine Learning Staff Support 

Propensity to read 
letter or log-in to myIR 

Helps Inland Revenue to select and use the 
right channels to communicate with customers. 

In production Machine Learning Staff Support 

Tableau Desktop 
Data analytics and graphing tool used for 
analysing and visualising performance test 

results. 
In production 

Machine Learning 

Natural Language 
Processing 

Internal Use 
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Name Description Product Status AI Technology Use 

Viva Engage 
Provides people with personalised content feeds 
and recommendations of communities to join or 

follow. 
In production Machine Learning Internal Use 

Viva Topics 
Aggregates resources and expertise Inland 

Revenue holds on a range of topics. 
Pilot Machine Learning Staff Support 

Voice biometrics Identity confirmation for contact centre calls. In production Biometrics 
Supporting 

Customers Directly 

Windows Hello for 
business 

Authentication for Inland Revenue devices. In production Biometrics Internal Use 

Z scaler 
Detection and classification of web traffic and 

websites. 
In production Machine Learning Internal Use 

ZoomText 
Screen magnification software for accessibility 

purposes. 
In production 

Optical Character 
Recognition 

Staff Support 
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For IR employees, if any possible compliance issue is identified appropriate action will be taken, 

including referral to IR’s Integrity team for consideration under Inland Revenue’s Code of Conduct – 

Tikanga Whanonga.    

For non-employees (contingent workers/contractors/suppliers) any possible compliance issues would 

be escalated and managed consistent with written agreements/contractual arrangements. 

Exemptions 

Any exemption to the policy must go through the required process. See the Exemptions Standard for 

more information.    

Our policy 

1. Principles

To help guide our thinking and behaviour, Inland Revenue has defined some key principles to apply to 

AI use cases. Where these principles are not able to be met, it may present additional risks to Inland 

Revenue that need to be considered and appropriate action taken.    

• Transparency - we will maintain transparency by clearly explaining how decisions are informed

by algorithms and where algorithms have generated content. This applies both internally,

promoting transparency within our working teams, and with our customers and partners around

how we will utilize these tools.

• Human oversight – we will retain human oversight to assess for unintended consequences

and act on this information. This includes understanding limitations and identifying and

managing bias.

• Partnership – we will embed a Te Ao Māori perspectives in the development and use of

algorithms consistent with the principles of Te Tiriti o Waitangi.

• Ethics – public trust in how Inland Revenue manages data makes us all data stewards. Our AI

systems should respect human rights, diversity and the autonomy of individuals and not result

in discrimination against individuals, communities or groups.

• Integrity - unauthorised access, misuse or security incidents involving the use of AI

tools/solutions will be reported to Information Security.

• Robust testing – we will use a robust testing and review process to evaluate the use of new

AI systems and tools or updates to existing tools that have adopted increased functionality.

2. Adoption of AI solutions
Any new proposed use case for an AI or Large Language Model (LLM) tool, AI integrated tool, or new 

use of an AI tool should be escalated to Inland Revenue’s AI Oversight Group and AI Working Group 

(contact ) with a use case submission form completed for new tools. 

This ensures adequate testing, review and consideration is applied to all use cases, and prevents effort 

duplication and risk.    

Existing approved workplace technologies that use AI do not require new consideration or exemption. 

Some examples are listed in the glossary. If you are unsure about the current approval status of a 

system for use with your business unit or information, please contact  

.    
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3. Creation of content
Users Must Not: 

• Use any AI/LLM or other intelligent tool that is not approved for use or use an approved

tool/solution for an unapproved use case.

• Use any information classified as Sensitive or above with an AI/LLM solution.

• Intentionally generate, or use AI/LLMs to create any misleading, illegal, discriminatory,

defamatory or offensive content.

• Process or use in AI/LLM solutions, any information that is reasonably capable of being used to

identify an Inland Revenue customer (or Inland Revenue staff) without express approval and

consideration from the AI Oversight Group.

• Process or use commercially In-Confidence information without express approval and

consideration from the AI Oversight Group.

• Provide automated financial, legal, tax advice, guidance, or AI/LLM information to another party

(either internal or external) without human involvement.

• Infringe upon copyright or other right of use in operation of AI/LLMs.

Users Must: 

• Consistently review and confirm the accuracy of any generated AI/LLM output (including text,

audio, visual or other) or intelligent system output. This includes checking code or technical

information. Robust technical testing must be performed to ensure this type of content is free

from security issues.

• Review intelligent system output for potential bias, ethical concerns, and unintended

messaging.

• Clearly state through visual, verbal or written indicators/mechanisms the use of AI/LLM and

other intelligent solutions in the production or contribution to content.

• Consider IR’s Enterprise Risk policy and framework to ensure a wider risk consideration is given

for the use.

• Seek the approval of the AI Oversight Group for proposed use cases of unapproved AI/LLM use

cases or solutions.

• Acknowledge that any information produced in part or whole by an AI system will be attributable

to the Inland Revenue staff working with that information, and ultimately Inland Revenue will

be responsible for the quality and outcomes of that information.

4. Disposal of content
The retention and disposal of any AI information or knowledge will be handled in conjunction with 

Inland Revenue current retention and disposal rules and processes.    
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Roles and responsibilities 
The table below contains roles and responsibilities for functions and users to deliver effective AI 

management at Inland Revenue.    

Role Responsibility 

Executive Leadership 

Team  

Reviews Inland Revenue’s approach and use of AI as part of Governance 

Board meetings    

AI Oversight Group 
• Provides oversight and direction for AI systems and use at Inland Revenue.

• Will act as the key point for AI related work and proposals.

• The approval group for proposed AI/LLM use cases or solutions.

AI Working Group 
• Takes direction from the AI Oversight group.

• Facilitates open discussion of possible current and future AI use.

CISO Team (including  
SecOps, Integrity, and 

Assurance)  

• Responds to any report of abuse, misuse, or non-compliance with this

policy.  Monitor user behaviours with AI tooling

• Educate users on the capabilities and acceptable use of emerging

technologies

Procurement team 
Ensures appropriate checks are undertaken and understanding is held of 

vendors where AI is in the services provided. E.g.: conduct market research 

on vendors and offerings, covering privacy, security and ethical risks.    

Business and Technical 

owners of AI/LLM and  
intelligent solutions and 

responsible people  

• Ensure consistent and fit for purpose assessments of AI/LLM and AI

integrated solutions, including where these capabilities may be integrated

into existing products.

• Govern and maintain an awareness of the use of AI/LLM though Inland

Revenue’s vendors and partners, and also Inland Revenue’s fourth and fifth

parties.

• Govern and maintain relevant / useful guidance for staff.

• Consider the new high level risks Inland Revenue may be exposed to and

manage the risk as per Inland Revenue’s Enterprise Risk policy and

framework.

• Consider the carbon and environmental impact of Inland Revenue
consumption of AI/LLM solutions.

• Where satisfactory controls are not known or available to govern the use of

this information. This includes limiting the collection of Inland Revenue

information by AI tools and products as much as possible, including

submitted query and returned answers from the AI vendor.
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Approved by 

Review dates 09-Dec-2024 | 15:35 NZDT Date
approved:   

Next review: Six months from approval date  

Policy owner Jay Harris – Chief Information Security Officer 

Policy contact    

Version History  

Version Date Sections amended Summary of amendment 

1.1  18/12/23  All  Document created and approved  

1.2  20/08/24  All  Amendments to the phrasing of content 

and the policy template. Added links to 

relevant sites.  

1.3 5/02/2025 Disposal of Information Updated link as previous link was 

throwing a 404 error. 
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Roles and Responsibilities 

The Chair 

The Chair is responsible for the overall direction of the meeting. They set the agenda, with 

the support of the Information Governance Team.  

The aim in meetings is to achieve consensus, and the principles of collective responsibility 

apply. The Chair may, however, bring discussion to an end and determine a position. 

Oversight Group Members 

The Oversight Group members, or the people formally acting for them, are expected to 

attend every meeting. Where this is not possible, members are encouraged to send 

delegates in their place. Only people who are formally acting for members count toward 

quorum.  

The members commit to: 

• demonstrating the public service principles and values

• demonstrating Te Pou o te Tangata - how we do things at IR: Whanaungatanga,

Manaakitanga and Mahi Tika

• working with IR's commitments as a public sector organisation in mind, including

IR's commitment to strengthening the Maori-Crown relationship and to integrating

te Tiriti o Waitangi and Māori concepts and perspectives into IR's work

• making sure risks, issues and challenges are brought into the open and explored

• welcoming different points of view and frank, robust discussion

• being clear when allocating responsibility and authority

• collectively owning decisions made

• operating with an agnostic system, platform, and information form perspective.

Information Governance Team Support 

The Oversight Group is supported by the Information Governance team. 

They are responsible for:  

• ensuring the Oversight Group follows good governance principles and practices

• working with the Chair to set the agenda, considering key issues and decisions

required

• providing support, advice and quality assurance for papers and speakers attending

meetings

• ensuring that minutes reflect decisions and key discussion points, and that decisions

are communicated to the people who need to know.

Attendees and observers 

At the Chair's discretion, people are invited to attend Oversight Group meetings to provide 

input as needed. 
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Panels 

The Oversight Group may form Panels of members to focus on specific initiatives or areas 

of activity. The Chair of the Oversight Group will appoint the Panel Lead. Panel Leads must 

be voting members of the Oversight Group. Panels will report on their progress to the 

Oversight Group at each Oversight Group meeting or as appropriate. Panels have no 

authority or responsibilities outside the Oversight group. 

Logistics 

Meetings 

The Oversight Group will meet monthly or as decided by the Chair. Additional meetings 

may be scheduled when needed, and members are notified of these as early as possible. 

All procedures, rules and practices for regular meetings stay in place for additional 

meetings.  

Agendas and papers 

The agenda and papers are made available to Oversight Group members four working days 

before the meeting. The Chair decides whether to accept late agenda items and papers on 

the Information Specialist's recommendation.  

Papers should be on the governance template (a choice of Word or PowerPoint) and should 

include a purpose statement and recommendations. 

In some circumstances it may be necessary for papers to be circulated for feedback and 

decisions outside of meetings. The Chair's agreement is required for these 'out-of-cycle 

items. 

Quorum 

A quorum of 67% of members including the Chair, is required for decisions to be made. If 

there is no quorum, the Chair decides whether to reschedule the meeting.  

Minutes of meetings 

The Information Specialist writes the minutes and provides them to the Chair for their 

following meeting. Within that following meeting, the Oversight Group is asked to approve 

the minutes as an accurate record. 

Review 

To enable ongoing improvement, the Oversight Group will review its performance at 

approximately six-monthly intervals. Reviews will be recorded in the minutes. 

Version Control 

The most recent document will be included in the footnote for continuity.1 

1 Version 2.2 2025.01.24 

 




